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Clinical Resolution
**Clinical Scenario**

Should We Offer Thrombolytic Drugs to Patients Presenting With Acute Thrombotic Stroke?

You are one of a group of neurologists working at an academic medical center. Your institution is not currently administering thrombolytic therapy to patients who present with acute thrombotic stroke. Some of your colleagues, convinced that thrombolysis will reduce ultimate mortality and morbidity in patients with acute thrombotic stroke, are enthusiastic about offering these patients tissue plasminogen activator (tPA) if they present within a few hours of symptom onset. Other members of your group are much more reluctant to initiate a policy of offering thrombolysis. You are undecided.

Your group has decided to address the issue formally. You join a subcommittee charged with collecting the evidence and generating an initial summary. The subcommittee decides to begin by looking for a systematic review.

**Finding the Evidence**

You start by looking in the Cochrane Library 2000, Issue 1. You enter the terms “stroke” and “tissue plasminogen activator,” locate a relevant review in the Cochrane Database of Systematic Reviews, and find that the latest update was in July 1999.¹

For most of their questions, clinicians can find more than one relevant study. In the same way that it is important to use rigorous methods in primary research to protect against bias and random error, it is also important to use rigorous methods when summarizing the results of several studies. Traditional literature reviews, commonly found in journals and textbooks, typically provide an overview of a disease or condition. This overview may include a discussion of one or more aspects of disease etiology, diagnosis, prognosis, or management and will address a number of clinical, background, and theoretical questions.

For example, a review article or a chapter from a textbook on asthma might include sections on etiology, diagnosis, and prognosis and examine a wide variety of options for the treatment and prevention of asthma. Typically, authors of traditional reviews make little or no attempt to be systematic in the formulation of the questions they are addressing, the search for relevant evidence, or the summary of the evidence they consider. Medical students and clinicians looking for background information nevertheless often find these reviews very useful in obtaining a broad picture of a clinical condition or area of inquiry (see Part 1A1, “Finding the Evidence”).

Unfortunately, expert reviewers often make conflicting recommendations and their advice frequently lags behind or is inconsistent with the best available evidence.² One important reason for this phenomenon is the use of unsystematic
approaches to collecting and summarizing the evidence. Indeed, in one study, self-rated expertise was inversely related to the methodologic rigor of the review.3

In this section of the book, we focus on reviews that address specific clinical questions (eg, foreground information). Clinicians seeking to address focused management issues in providing patient care will find such reviews particularly useful (see Part 1A1, “Finding the Evidence”).

Authors sometimes use the terms overview, systematic review, and meta-analysis interchangeably. We use the term overview for any summary that attempts to address a focused clinical question, systematic review for any summary that attempts to address a focused clinical question using methods designed to reduce the likelihood of bias; and meta-analysis describes reviews that use quantitative methods to summarize the results. Investigators must make a host of decisions in preparing a systematic review, including determining the focus; identifying, selecting, and critically appraising the relevant studies (which we will call the primary studies); collecting and synthesizing (either quantitatively or nonquantitatively) the relevant information; and drawing conclusions. To avoid errors in systematic reviews requires an organized approach; enabling users to assess the validity of the results requires explicit reporting of the methods.

During the past decade, rapid expansion has occurred in the literature in terms of describing the methods used in systematic reviews, including studies that provide an empiric basis for guiding decisions about the methods used in summarizing evidence.4-6 Here, we emphasize key points from the perspective of a clinician needing to make a decision about patient care.

In applying the Users’ Guides, you will find it useful to have a clear understanding of the process of conducting a systematic review. Figure 1E-1 demonstrates how the process begins with the definition of the question, which is synonymous with specifying selection criteria for deciding which studies to include in a review. These criteria define the population, the exposures or interventions, and the outcomes of interest (see Part 1A1, “Finding the Evidence”). A systematic review will also restrict the included studies to those that meet minimal methodologic standards. For example, systematic reviews that address a question of therapy will often include only randomized controlled trials.
Define the Question
- Specify inclusion and exclusion criteria
  - Population
  - Intervention or exposure
  - Outcome
  - Methodology
- Establish a priori hypotheses to explain heterogeneity

Conduct Literature Search
- Decide on information sources: databases, experts, funding agencies, pharmaceutical companies, hand-searching, personal files, registries, citation lists of retrieved articles
- Determine restrictions: time frame, unpublished data, language
- Identify titles and abstracts

Apply Inclusion and Exclusion Criteria
- Apply inclusion and exclusion criteria to titles and abstracts
- Obtain full articles for eligible titles and abstracts
- Apply inclusion and exclusion criteria to full articles
- Select final eligible articles
- Assess agreement on study selection

Create Data Abstraction
- Data abstraction: participants, interventions, comparison interventions, study design
- Results
- Methodologic quality
- Assess agreement on validity assessment

Conduct Analysis
- Determine method for pooling of results
- Pool results (if appropriate)
- Decide on handling missing data
- Explore heterogeneity
  - Sensitivity and subgroup analysis
- Explore possibility of publications bias
Having specified their selection criteria, reviewers must conduct a comprehensive search that yields a large number of potentially relevant titles and abstracts. They then apply the selection criteria to the titles and abstracts, arriving at a smaller number of articles that they can retrieve. Once again, the reviewers apply the selection criteria, this time to the complete reports. Having completed the culling process, they assess the methodologic quality of the articles and abstract data from each study. Finally, they summarize the data, including, if appropriate, a quantitative synthesis or meta-analysis. The analysis includes an examination of differences among the included studies, an attempt to explain differences in results (exploring heterogeneity), a summary of the overall results, and an assessment of their precision and validity. Guidelines for assessing the validity of reviews and using the results correspond to this process (Table 1E-1).

### TABLE 1E-1

**Users’ Guides for How to Use Review Articles**

**Are the results valid?**
- Did the review explicitly address a sensible clinical question?
- Was the search for relevant studies detailed and exhaustive?
- Were the primary studies of high methodologic quality?
- Were assessments of studies reproducible?

**What are the results?**
- Were the results similar from study to study?
- What are the overall results of the review?
- How precise were the results?

**How can I apply the results to patient care?**
- How can I best interpret the results to apply them to the care of patients in my practice?
- Were all clinically important outcomes considered?
- Are the benefits worth the costs and potential risks?

---

**ARE THE RESULTS VALID?**

**Did the Review Explicitly Address a Sensible Clinical Question?**

Consider a systematic review that pooled results from all cancer therapeutic modalities for all types of cancer to generate a single estimate of the impact on mortality. Next, consider a review that pooled results of the effects in patients suffering from clinically manifest atherosclerosis (whether in the heart, head, or lower extremities) of all doses of all antiplatelet agents (including aspirin, sulfinpyrazone, and dipyridamole) on major thrombotic events (including myocardial
infarctions, strokes, and acute arterial insufficiency in the leg) and mortality. Finally, reflect on a review that addressed the impact of a wide range of aspirin doses to prevent thrombotic stroke in patients who had experienced a transient ischemic attack (TIA) in the carotid circulation.

Clinicians would not find the first of these reviews useful; they would conclude it is too broad. Most clinicians are uncomfortable with the second question, still considering it excessively broad. For this second question, however, a highly credible and experienced group of investigators found the question reasonable and published the results of their meta-analysis in a leading journal. Most clinicians are comfortable with the third question, although some express concerns about pooling across a wide range of aspirin doses.

What makes a systematic review too broad or too narrow? Elsewhere in this book, we have argued that identifying the population, the interventions or exposures, and the outcomes of interest is a useful way of structuring a clinical question (see Part 1A1, "Finding the Evidence"). When deciding if the question posed in the review is sensible, clinicians need to ask themselves whether the underlying biology is such that they would expect; that is, the same treatment effect across the range of patients. They should ask the parallel question about the other components of the study question. For example, is the underlying biology such that, across the range of interventions and outcomes included, they expect more or less the same treatment effect? Clinicians can also construct a similar set of questions for other areas of clinical inquiry. For example, across the range of patients, ways of testing, and criterion or gold standard for diagnosis, does one expect more or less the same likelihood ratios associated with studies examining a diagnostic test (see Part 1C2, "Diagnostic Tests")?

The reason that clinicians reject a systematic review that pools across all modes of cancer therapy for all types of cancer is that they know that some cancer treatments are effective in certain cancers, whereas others are harmful. Combining the results of these studies would yield a meaningless estimate of effect that would not be applicable to any of the interventions.

Clinicians who reject the second review might also argue that the biologic variation in antiplatelet agents is likely to lead to important differences in treatment effect. Further, they may contend that there are important differences in the biology of atherosclerosis in the vessels of the heart, head, and legs. Moreover, because clinicians need to make specific decisions about specific patients, they may be inclined to seek a summary of the evidence for the intervention they are considering in patients who most resemble the patient before them.

Those who would endorse the second review would argue the similar underlying biology of antiplatelet agents—and atherosclerosis in different parts of the body—and thus anticipate a similar magnitude of treatment effects. Moreover, they would point out that the best estimate of effect for an individual patient will often come from a broader review rather than a narrower one. There are three reasons for this.

First, focusing on a narrow group of patients (e.g., the most severe, or least severe), interventions (such as a single aspirin dose in our cerebrovascular disease
example), or studies (eg, those only in the English language)—in each case, a subgroup of those one might have chosen—increases the risk of chance producing a spurious result. Second, focusing on a subgroup introduces a risk of false conclusions owing to bias, if the criterion used to select the subgroup is confounded with another determinant of treatment effect. For example, a reviewer may select studies based on the type of patient even though the quality of studies of those patients is methodologically weaker than other studies, resulting in a spurious overestimate of treatment effect. Third, review of all potentially relevant data facilitates exploration of the possible explanations for variability in study results—the patients, the interventions, and the ways of measuring outcome. Thus, a broadly focused review provides a better basis for estimating the effect of a specific agent for a specific manifestation; it also provides a better basis for determining whether to believe a subgroup analysis, rather than a narrowly focused review that risks an inappropriate subgroup analysis (see Part 2E, “Summarizing the Evidence, When to Believe a Subgroup Analysis”).

Turning to the third question, most clinicians would accept that the biology of aspirin action is likely to be similar in patients whose TIA reflected right-sided or left-sided brain ischemia, in patients older than 75 years and in younger patients; in men and women, across doses, over periods of follow-up ranging from 1 to 5 years, and in patients with stroke who have been identified by the attending physician and those identified by a team of expert reviewers. The similar biology is likely to result in a similar magnitude of treatment effect. Nonetheless, even within this more narrowly focused question, there is still variation in the types of patients and the types of interventions, as well as possible differences in the types of outcome measures and methods of the included studies. Thus, there will still be a need to examine possible sources of variation in the results (see Part 2E, “Summarizing the Evidence, Evaluating Differences in Study Results”). As a result, the question about whether it is sensible to pool across studies cannot, in general, be resolved until one has looked at the results. If the effect was similar across studies, the results support pooling; if not, they raise questions about any inferences one can make from the pooled results.

The task of the clinician, then, is to decide whether, across the range of patients, interventions or exposures, and outcomes, it is plausible that the intervention will have a similar impact. Doing so requires a precise statement of what range of patients, exposures, and outcomes the reviewer has decided to consider; in other words, explicit selection criteria for studies included in the review are necessary. In addition, criteria are necessary that specify what types of studies were considered relevant. Generally these should be similar to the primary validity criteria we have described for original reports of research in other parts of this book (see Table 1E-2). Explicit eligibility criteria not only facilitate the user’s decision regarding whether the question was sensible, but also make it less likely that the authors will preferentially include studies that support their own prior conclusions.
TABLE 1E-2

Guides for Selecting Articles That Are Most Likely to Provide Valid Results

<table>
<thead>
<tr>
<th>Therapy</th>
<th>Diagnosis</th>
<th>Harm</th>
<th>Prognosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Were patients randomized?</td>
<td>Was the patient sample representative of those with the disorder?</td>
<td>Did the investigators demonstrate similarity in all known determinants of outcome, or adjust for differences in the analysis?</td>
<td>Was there a representative and well-defined sample of patients at a similar point in the course of disease?</td>
</tr>
<tr>
<td>Was follow-up complete?</td>
<td>Was the diagnosis verified using credible criteria that were independent of the clinical manifestations under study?</td>
<td>Was follow-up sufficiently complete?</td>
<td>Was follow-up sufficiently complete?</td>
</tr>
</tbody>
</table>

Bias in choosing articles to cite is a problem for both systematic reviews and original reports of research (in which the discussion section often includes comparisons with the results of other studies). Götzsche, for example, reviewed citations in reports of trials of new nonsteroidal anti-inflammatory drugs in rheumatoid arthritis. Among 77 articles in which the authors could have referenced other trials with and without outcomes favoring the new drug, nearly 60% (44) cited a higher proportion of the trials with favorable outcomes. In 22 reports of controlled trials of cholesterol lowering, Ravnskov found a similar bias toward citing positive studies. In 26 reports of RCTs in general medical journals, Clarke and Chalmers found only two articles in which the results were discussed in the context of an updated systematic review. Users should exercise caution when interpreting the results of a study outside of the context of a systematic review.

Was the Search for Relevant Studies Detailed and Exhaustive?

Authors of a systematic review should conduct a thorough search for studies that meet their inclusion criteria. Their search should include the use of bibliographic databases, such as MEDLINE and EMBASE, the Cochrane Controlled Trials Register (containing more than 250,000 RCTs), and databases of current research. They should check the reference lists of the articles they retrieve, and they should seek personal contact with experts in the area. It may also be important to examine recently published abstracts presented at scientific meetings and to look at less frequently used databases, including those that summarize doctoral theses and databases of ongoing trials held by pharmaceutical companies. Listing these sources, it becomes evident that a MEDLINE search alone will not be satisfactory. Unless the authors tell us what they did to locate relevant studies, it is difficult to know how likely it is that relevant studies were missed.

There are two reasons that reviewers should contact experts in the area under consideration. The first is to identify published studies that may have been missed
(including studies that are labeled “in press” and those that have not yet been indexed or referenced). The second is to identify unpublished studies and to include them to avoid publication bias.

Publication bias occurs when the publication of research depends on the direction of the study results and whether they are statistically significant. Studies in which an intervention is found not to be effective sometimes are not published. Because of this, systematic reviews that fail to include unpublished studies may overestimate the true effect of an intervention.17-21 (See Part 2E, “Summarizing the Evidence, Publication Bias.”)

If investigators include unpublished studies in a review, they should obtain full written reports and they should appraise the validity of both published and unpublished studies. Reviewers may also use statistical techniques to explore the possibility of publication bias and other reporting biases, although the power of these techniques to detect bias is limited.22 Systematic reviews based on a small number of studies with small sample sizes are the most susceptible to publication bias, and users should be cautious about drawing conclusions in such cases. Results that seem too good to be true may well not be true.

Reviewers may go even farther than simply contacting the authors of primary studies. They may recruit these investigators as collaborators in their review, and in the process they may obtain individual patient records. Access to individual patient records facilitates powerful analysis and strengthens the inferences from a systematic review.

Were the Primary Studies of High Methodologic Quality?

Even if a review article includes only RCTs, knowing whether they were of good quality is important. Unfortunately, peer review does not guarantee the validity of published research (see Part 1B1, “Therapy”).23 For exactly the same reason that the guides for using original reports of research begin by asking if the results are valid, it is essential to consider the validity of primary articles in systematic reviews. Differences in study methods might explain important differences among the results.24-26 For example, less rigorous studies tend to overestimate the effectiveness of therapeutic and preventive interventions.27 Even if the results of different studies are consistent, determining their validity still is important. Consistent results are less compelling if they come from weak studies than if they come from strong studies.

Consistent results from observational studies are particularly suspect. Physicians may systematically select patients with a good prognosis to receive therapy, and this pattern of practice may be consistent over time and geographic setting. Observational studies summarized in a systematic review,28 for instance, have consistently shown average relative risk reductions in major cardiovascular events of about 50% with hormone replacement therapy. The only large RCT addressing this issue found no effect of hormone replacement therapy on cardiovascular risk.29

There is no one correct way to assess the quality of studies, although in the context of a systematic review the focus should be on validity and users should be cautious about the use of scales to assess the quality of studies.30,31 Some investigators
use long checklists to evaluate methodologic quality, whereas others focus on three or four key aspects of the study. When considering whether to trust the results of a review, check to see whether the authors examined criteria similar to those we have presented in other sections of this book (see Part 1B1, “Therapy”; Part 1C, “The Process of Diagnosis”; Part 1B2, “Harm”; and Part 1D, “Prognosis”). Reviewers should apply these criteria both in selecting studies for inclusion and in assessing the validity of the included studies (see Figure 1E-1 and Table 1E-2).

**Were Assessments of Studies Reproducible?**

As we have seen, authors of systematic review articles must decide which studies to include, how valid they are, and what data to extract. These decisions require judgment by the reviewers and are subject to both mistakes (ie, random errors) and bias (ie, systematic errors). Having two or more people participate in each decision guards against errors; if there is good agreement beyond chance between the reviewers, the clinician can have more confidence in the results of the systematic review (see Part 2C, “Diagnosis, Measuring Agreement Beyond Chance”).

---

**USING THE GUIDE**

Returning to our opening scenario, the Cochrane review you located included trials enrolling patients with acute ischemic stroke in whom CT excluded hemorrhage. These patients were randomized to receive or not receive thrombolytic therapy, and an intention-to-treat analysis had been or could be conducted (see Part 2B1, “Therapy and Validity, The Principle of Intention-to-Treat”). (An intention-to-treat analysis examines outcomes for study participants based on the treatment arm to which they were originally randomized rather than the treatment they actually received.) You are concerned that the impact of treatment might differ substantially in patients who present early or late, in those with major or minor deficits, in those who received different thrombolytic agents, and in studies with different ways of measuring functional status or different durations of follow-up. Nevertheless, you are uncertain about the extent to which these variables might affect outcome, and you suspect that combining results across all patients, interventions, and outcomes might prove informative.

The reviewers searched the Cochrane Registry of Controlled Trials and EMBASE. In addition, they hand-searched a number of Japanese-language journals; contacted 321 pharmaceutical companies; contacted principal investigators in Europe, the United States, Japan, and China; attended a number of international stroke treatment symposia; and searched references quoted in the articles they found. It is likely they obtained all the relevant trials.

Of the 17 trials included, seven used centralized randomization of patients to treatment or control groups to ensure concealment. In 13 studies, participants
and health care personnel were then blinded to allocation by using sealed, prepacked, and identical-looking thrombolytic and placebo infusions. Because of bleeding complications of thrombolytic therapy, blinding of participants and health care personnel may be difficult to ensure, underscoring the importance of blinding the outcome assessors; long-term outcome assessors were blinded to allocation in only four of the studies. The reviewers do not report on the proportion of patients lost to follow-up in any trial.

One of the review’s authors decided whether potentially eligible trials met inclusion criteria. A different author extracted the data but then verified them with the principal investigators and corrected any errors. In 10 trials, the authors of the systematic review were able to obtain scores on a measure of functional status, the Rankin instrument, on individual patients. Scores of up to two out of five on this functional status measurement instrument indicate that patients are still able to look after themselves,32 so the investigators classified scores of three to five on this instrument as characterizing a poor outcome. In another two trials for which they could not obtain individual data, scores of two or greater represented a poor outcome.

Overall, the methods of the systematic review—and the methodologic quality of the trials included in the systematic review—were strong.

**WHAT ARE THE RESULTS?**

**Were the Results Similar From Study to Study?**

Most systematic reviews document important differences in patients, exposures, outcome measures, and research methods from study to study. As a result, the most common answer to the initial question about whether we can expect similar results across the range of patients, interventions, and outcomes is “perhaps.” Fortunately, one can resolve this unsatisfactory situation. Having completed the review, investigators should present the results in a way that allows clinicians to check the validity of the initial assumption. That is, did results prove similar from study to study?

There are two things to consider when deciding whether the results are sufficiently similar to warrant making a single estimate of treatment effects that applies across the populations, interventions, and outcomes studied (see Part 2E, “Summarizing the Evidence, Evaluating Differences in Study Results”). First, how similar are the best estimates of the treatment effect (that is, the point estimates) from the individual studies? The more different they are, the more clinicians should question the decision to pool results across studies. Second, to what extent are differences among the results of individual studies greater than you would expect by chance? Users can make an initial assessment by...
examining the extent to which the confidence intervals overlap. The greater the overlap, the more comfortable one is with pooling results. Widely separated confidence intervals flag the presence of important variability in results that requires explanation (see Part 2E, “Summarizing the Evidence, Evaluating Differences in Study Results”).

Clinicians can also look to formal statistical analyses called tests of heterogeneity, which assess the degree of difference or variance among samples, groups, or populations. When the $P$ value associated with the test of heterogeneity is small (eg, < .05), chance becomes an unlikely explanation for the observed differences in the size of the effect (see Part 2B2, “Therapy, Hypothesis Testing”). Unfortunately, a higher $P$ value (.1, or even .3) does not necessarily rule out important heterogeneity. The reason is that, when the number of studies and their sample sizes are both small, the test of heterogeneity is not very powerful. Hence, large differences between the apparent magnitude of the treatment effect between studies—that is, the point estimates—dictates caution in interpreting the overall findings, even in the face of a nonsignificant test of homogeneity. Conversely, if the differences in results across studies are not clinically important, then heterogeneity is of little concern, even if it is statistically significant (see Part 2E, “Summarizing the Evidence, Evaluating Differences in Study Results”).

Reviewers should try to explain between-study variability in findings. Possible explanations include differences between patients (eg, thrombolytic therapy in acute myocardial infarction may be much more effective in patients who present shortly after the onset of chest pain than those who present much later), between interventions (eg, tPA may have a larger treatment effect than streptokinase), between outcome measurement (eg, the effect may differ if the outcome is measured at 30 days rather than at 1 year after myocardial infarction), or methodology (eg, the effect may be smaller in blinded trials or in those with more complete follow-up). Although appropriate and, indeed, necessary, this search for explanations of heterogeneity in study results may be misleading (see Part 2E, “Therapy, Hypothesis Testing”). Furthermore, how is the clinician to deal with residual heterogeneity in study results that remains unexplained? We will deal with this issue in our discussion of the applicability of the study results.

What Are the Overall Results of the Review?

In clinical research, investigators collect data from individual patients. Because of the limited capacity of the human mind to handle large amounts of data, investigators use statistical methods to summarize and analyze them. In systematic reviews, investigators collect data from individual studies. Investigators must also summarize these data and, increasingly, they are relying on quantitative methods to do so.

Simply comparing the number of positive studies to the number of negative studies is not an adequate way to summarize the results. With this sort of “vote counting,” large and small studies are given equal weight, and (unlikely as it may seem) one investigator may interpret a study as positive, whereas another investigator may interpret the same study as negative.33 For example, a clinically
important effect that is not statistically significant could be interpreted as positive in light of clinical importance and negative in light of statistical significance. There is a tendency to overlook small but important effects if studies with statistically nonsignificant (but potentially clinically important) results are counted as negative. Moreover, a reader cannot tell anything about the magnitude of an effect from a vote count even when studies are appropriately classified using additional categories for studies with a positive or negative trend.

Typically, meta-analysts weight studies according to their size, with larger studies receiving more weight. Thus, the overall results represent a weighted average of the results of the individual studies (see Part 2E, “Summarizing the Evidence, Fixed-Effects and Random-Effects Models”). Occasionally studies are also given more or less weight depending on their quality, or poorer-quality studies might be given a weight of zero (excluded) either in the primary analysis or in a secondary analysis that tests the extent to which different assumptions lead to different results (a sensitivity analysis).

You should look to the overall results of a systematic review the same way you look to the results of primary studies. In a systematic review of a therapeutic question, you should look for the relative risk and relative risk reduction or the odds ratio (see Part 2B2, “Therapy and Understanding the Results, Measures of Association”). In systematic reviews regarding diagnosis, you should look for summary estimates of the likelihood ratios (see Part 1C2, “Diagnostic Tests”).

Sometimes the outcome measures that investigators have used in different studies are similar but not identical. For example, different trials might measure functional status using different instruments. If the patients and the interventions are reasonably similar, estimating the average effect of the intervention on functional status still might be worthwhile. One way of doing this is to summarize the results of each study as an effect size. The effect size is the difference in outcomes between the intervention and control groups divided by the standard deviation. The effect size summarizes the results of each study in terms of the number of standard deviations of difference between the intervention and control groups. Investigators can then calculate a weighted average of effect sizes from studies that measured a given outcome in different ways.

You may find it difficult to interpret the clinical importance of an effect size. For example, if the weighted average effect is one half of a standard deviation, is this effect clinically trivial or is it large? Once again, you should look for a presentation of the results that conveys their practical importance (eg, by translating the summary effect size back into natural units). For instance, clinicians may have become familiar with the significance of differences in walk test scores in patients with chronic lung disease. Investigators can then convert the effect size of a treatment on a number of measures of functional status (eg, the walk test and stair climbing) back into differences in walk test scores.

Although it is generally desirable to have a quantitative summary of the results of a review, it is not always appropriate. When quantitative summaries are inappropriate, investigators should still present tables or graphs that summarize the results of the primary studies.
How Precise Were the Results?

In the same way that it is possible to estimate the average effect across studies, it is possible to estimate a confidence interval around that estimate, that is, a range of values with a specified probability (typically 95%) of including the true effect (see Part 2B2, “Therapy and Understanding the Results, Confidence Intervals”).

Returning to our opening scenario, four trials used streptokinase, three trials used urokinase, two used Pro-Urokinase, and eight used tPA. Data from six trials for death during the first 7 to 10 days showed that 16.6% of those receiving thrombolytic agents and 9.8% of the control patients died (OR, 1.85; 95% CI, 1.48-2.32). The P value for the test of heterogeneity showed borderline significance with the value for the tPA trials being lower and nonsignificant (OR, 1.24; 95% CI, 0.85-1.81). Considering data from 11 trials, investigators found that thrombolytic therapy increased fatal intracranial hemorrhage from 1.0% to 5.4% (OR, 4.15; 95% CI, 2.96-5.84), and the results were consistent across studies.

The final assessment of outcome (at 1 month in six trials, 3 months in nine trials, and 6 months in two trials) showed an increase in deaths from 15.9% to 19% (OR, 1.31; 95% CI, 1.13-1.52). The results showed considerable heterogeneity (P < .01).

Thrombolysis reduced the combined endpoint of death and dependency (55.2% in patients receiving thrombolysis and 59.7% in those allocated to the control group (OR, 0.83; 95% CI, 0.73-0.94). The results were consistent across the trials.

The authors explored possible sources of heterogeneity for differences in death rate. Despite large differences in point estimates (urokinase OR, 0.71; streptokinase OR, 1.43; tPA OR, 1.16), differences among drugs failed to reach statistical significance. Death rate was increased when streptokinase and aspirin were given together in comparison to streptokinase alone. The authors failed to find a relationship between control event rate and mortality, though they note that individual data would be required to properly explore the relationship between stroke severity and thrombolytic benefit and harm. Trials in which some patients were randomized within 3 hours and some were randomized after 3 hours showed no difference in deaths between the two groups.
How Can I Apply the Results to Patient Care?

How Can I Best Interpret the Results to Apply Them to the Care of Patients in My Practice?

Even if the true underlying effect is identical in each of a set of studies, chance will ensure that the observed results differ (see Part 2B, “Therapy and Harm, Why Study Results Mislead: Bias and Random Error”). As a result, systematic reviews risk capitalizing on the play of chance. Perhaps the studies with older patients happened, by chance, to be those with the smaller treatment effects. The reviewer may erroneously conclude that the treatment is less effective in elderly patients. The more subgroup analyses the reviewer undertakes, the greater is the risk of a spurious conclusion.

The clinician can apply a number of criteria to distinguish subgroup analyses that are credible from those that are not (see Part 2E, “Summarizing the Evidence, When to Believe a Subgroup Analysis”). Criteria that make a hypothesized difference in subgroups more credible include the following: conclusions drawn on the basis of within-study rather than between-study comparisons; a large difference in treatment effect across subgroups; a highly statistically significant difference in treatment effect (eg, the lower the P value on the comparison of the different effect sizes in the subgroups, the more credible the difference); a hypothesis that was made before the study began and that was one of only a few that were tested; consistency across studies; and indirect evidence in support of the difference (eg, “biologic plausibility”). If these criteria are not met, the results of a subgroup analysis are less likely to be trustworthy and you should assume that the overall effect across all patients and all treatments, rather than the subgroup effect, applies to the patient at hand and to the treatment under consideration.

What are clinicians to do if subgroup analyses fail to provide an adequate explanation for unexplained heterogeneity in study results? Although a number of reasonable possibilities exist, including not to pool findings at all, we suggest that, pending further trials that may explain the differences, clinicians should look to a summary measure from all of the best available studies for the best estimate of the impact of the intervention or exposure.38-40

Were All Clinically Important Outcomes Considered?

Although it is a good idea to look for focused review articles because they are more likely to provide valid results, this does not mean that you should ignore outcomes that are not included in a review. For example, the potential benefits of hormone replacement therapy include a reduced risk of fractures and a reduced risk of coronary heart disease, and potential downsides include an increased risk of breast cancer and endometrial cancer. Focused reviews of the evidence are more likely to provide valid results of the impact of hormone replacement therapy on each one of these four outcomes, but a clinical decision requires considering all of them.
Systematic reviews frequently do not report the adverse effects of therapy. One reason is that the individual studies often measure these adverse effects either in different ways or not at all, making pooling, or even effective summarization, difficult. Costs are an additional outcome that you will often find absent from systematic reviews.

Are the Benefits Worth the Costs and Potential Risks?
Finally, either explicitly or implicitly, the clinician and patient must weigh the expected benefits against the costs and potential risks (see Part 1F, “Moving From Evidence to Action”). Although this is most obvious for deciding whether to use a therapeutic intervention or a preventive one, providing patients with information about causes of disease or prognosis also can have both benefits and risks. For example, informing city dwellers about the health risks of air pollution exposures might result in their reducing their risk of exposure, with potential benefits; however, it might also cause anxiety or make their lives less convenient. Informing an asymptomatic woman with newly detected cancer about her prognosis might help her to plan better, but it might also label her, cause anxiety, or increase the period during which she is “sick.”

A valid review article provides the best possible basis for quantifying the expected outcomes, but these outcomes still must be considered in the context of your patient’s values and concerns about the expected outcomes of a decision. Ultimately, trading off benefits and risks will involve value judgments (see Part 1F, “Moving From Evidence to Action”), and in individual decision making, these values should come from the patient (see Part 2F, “Moving From Evidence to Action, Incorporating Patient Values”).

Clinical Resolution

Returning to the opening scenario, the committee decides it can confidently reach two conclusions on the basis of the systematic review. First, thrombolytic therapy increases the odds of intracranial hemorrhage by a factor of between approximately 3 and 6, with the best estimate being approximately 4. In absolute terms, thrombolytic therapy will cause one intracranial hemorrhage for every 23 patients who are treated. Second, thrombolytic therapy reduces the odds of the combined outcome of death and dependency after approximately 3 months by approximately 5% to 30%, the best estimate being an OR of 0.83 (17%). In absolute terms, 22 patients need to be treated to prevent one patient from dying or becoming seriously dependent after 3 months. A third conclusion also seems likely: the concomitant administration of aspirin increases the risk of intracranial hemorrhage.

The committee concludes that many areas of uncertainty remain. They include questions about whether the risk of death during the 3-month period after stroke
is lower for tPA than the combined estimate suggests, as well as the relative effect on both hemorrhage and death and disability, according to the severity and nature of symptoms at initial presentation. Given the extent and nature of the uncertainties, the committee agrees that administration of thrombolytic therapy should be restricted to highly selected patients who are ready to risk an increase in the likelihood of early death to achieve a subsequent reduction in morbidity.
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